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One reason to find clusters of galaxies 
The number density of clusters as a function of mass and 
redshift is a sensitive probe of cosmology. 



One reason to count clusters of galaxies 
Precise measurements of cosmological parameters can therefore 
be obtained, even with modest samples of low-z clusters:  
HIGLUGCS studied only 63 of the X-ray brightest systems. 
  
 Reiprich & Böhringer (2002) 



One reason to count clusters of galaxies 
Going to higher redshift should help tremendously. So the most 
recent constraints should be much better!? 
De Haan et al. (2016): 377 z>0.25 massive clusters discovered by SPT. 
 



One reason to study clusters of galaxies 
Cluster counts may be good tools for precision cosmology, 
but are they useful for accurate cosmology? 
  
 



We have the samples, but we need the masses 

 
 
 
 
 
 
 
 
 
 
 
 

Planck cluster counts vs Planck primary CMB results: is the 
difference real? Or is it the result of biases in the masses? 

Planck collaboration, XXIV (2015) 



Accurate cosmology with clusters of galaxies? 

 
 
 
 
 
 
 
 
 
 
 
 

Is this the correct mass? 

Is there another elephant in projection? 

Is this part of the elephant? 



We need to understand clusters of galaxies 

Cosmology/Galaxy Formation 



Weak gravitational lensing 

Density fluctuations in the universe affect the propagation of light rays, 
leading to correlations in the the observable shapes of galaxies. 



Weak gravitational lensing 

No astrophysics involved: a measurement of the ellipticity of a 
galaxy provides an unbiased but very noisy estimate of the shear. 



We can “see” dark matter! 

By averaging the shapes of many galaxies it is possible to reconstruct 
the (projected) matter distribution, independent of the dynamical state 
of the object of interest (e.g. a cluster of galaxies) 

Mahdavi et al. (2008) Clowe et al. (2006) 



Peaks in the matter distribution 
We can also instead identify peaks in the mass distribution thanks to 
deep imaging surveys: Oguri et al. (2017) compare the mass and light 
distributions in deep HSC observations. 

mass 

light 



Peaks in the matter distribution 

Peak statistics can complement traditional 2-point constraints, 
although some sources of bias need to be studied in more detail. 

Constraints from DES SV data: Kacprzak et al. (2016) 
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Peak signal-to-noise ratio 



Matter distribution in clusters of galaxies 

Umetsu et al. (2016): 16 clusters from CLASH  

Gravitational lensing can also be used to measure the radial density 
profile of clusters of galaxies over a wide range in scales. 



Matter distribution in clusters of galaxies 

Um
etsu et al. (2016) 

Mass and concentration can be determined for individual massive 
clusters and compared to predictions from cosmological simulations. 



What to do if the profile is not NFW? 
The density profile may not be described well by an NFW profile, or there 
may be significant substructure. This would lead to biased masses. 
 
Lensing measures a “mass contrast”: 
 
One solution is to use aperture masses (1-d mass reconstructions) 
 
•  This can minimize the model dependence 
•  This reduces the sensitivity to the centroid 
•  Reduced contamination by cluster members 
 
 
But with a reduction in precision… 



How to interpret the signal? 

Becker & Kravtsov (2011): simulations are useful to correctly interpret 
the lensing signal, especially when parametric models are fitted. 



Stacked cluster analyses 

The statistical uncertainty in the weak lensing measurement does not 
depend on the cluster mass, but on the number density of background 
galaxies: the intrinsic shapes are the dominant source of uncertainty 
 
To improve constraints for individual massive clusters we need deep 
HST observations (see talk by Schrabback). 
 
Alternatively we can combine the signals of large samples of clusters, 
binned by an observable of interest (richness, luminosity, etc.). This 
allows us to extend the mass and/or redshift range. 



Ensemble averages of large samples 

Van Uitert et al. (2016) 
Lensing signal of 104 optically selected clusters from RCS2 as 
a function of richness and redshift. 



Evolution in the mass-richness relation?  
 This enables studies of average scaling relations. 

Van Uitert et al. (2016) 



Scaling relations for galaxy groups 

Viola et al. (2015) 

It is also possible to extend studies to lower mass systems. 



Interpretation of stacked scaling relations 

To interpret the stacked signal we need to understand the underlying 
population: correlations between parameters of interest can bias the 
result. 
 
The best strategy is to define samples using an (independent) indicator and 
stack the observables of interest.  
 
Realistic cosmological simulations can also be very helpful in interpreting 
scaling relations and in identifying various selection biases. The 
simulations themselves benefit from comparisons to the observations as 
well. 



Studies of individual massive clusters 

Thanks to wide-field imagers on 4-8m class telescopes it is possible 
to study significant samples of massive clusters of galaxies. 
 
Canadian Cluster Comparison Project (CCCP):  

 50 clusters with 0.15<z<0.55 
Multi-Epoch Nearby Cluster Survey (MENeaCS):  

 48 clusters with 0.05<z<0.15 
Weighing the Giants (WtG):  

 51 clusters with 0.15<z<0.7 
Local Cluster Substructure Survey (LoCuSS):  

 50 clusters with 0.15<z<0.3 
Cluster Lensing And Supernova survey with Hubble (CLASH): 

 20 clusters with 0.2<z<0.55 
 
With such large samples, systematic uncertainties are 
comparable to the statistical uncertainties. 



Canadian Cluster Comparison Project 

The Canadian Cluster Comparison Project is a comprehensive study of 50 massive clusters 
with 0.2<z<0.55 with the aim to compare accurate lensing masses to X-ray observations. 

Abell 520  Abell 2537  

Our motto: CCCP is good for the masses! 



Calibrating other mass proxies 
Mahdavi et al. (2013) studied how the weak lensing masses compare to 
estimates based on X-ray observations, assuming hydrostatic equilibrium: 
MHSE(r500)=(0.88±0.05) x MWL(r500). 
 

M
ahdavi et al. (2013) 

non-cool-core 

cool-core 



How accurate are cluster lensing masses? 

So far we implicitly assumed that the lensing masses are 
accurate. Is this a reasonable assumption? 
 
 

Key ingredients: 
 
-  Accurate shapes (corrected for instrumental effects) 
-  Accurate knowledge of the source redshift distribution 
-  Accurate removal/accounting of cluster members 
-  Need to account for cluster geometry  



The very slightly distorted Universe 

To infer unbiased cluster masses, we need to ensure that the measurement 
of the galaxy ellipticities is sufficiently accurate. In the case of future 
projects, such as Euclid, this means that the bias in the shear is <0.2%. 

ϵEarth=0.00335 
ϵMoon=0.00125 



The importance of image simulations 

The accuracy of weak lensing measurements can be determined using 
image simulations. However, the results are only meaningful if the 
simulations match the data! 

GREAT’08 challenge 

The observed images are “corrupted” by the PSF which needs to 
be corrected for with high accuracy, but also by detector effects. 



The importance of realistic image simulations 
For instance we cannot ignore the impact of faint (undetected) galaxies 
that affect the background determination. Or the impact of blending, 
stars, etc. 

Hoekstra et al. (2015) Re
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Faintest galaxy in simulation 



Calibration of the algorithm 
Using extensive image simulations we obtained an empirical correction  
that is accurate to ~1%. Improving this further requires significant work. 

Hoekstra et al. (2015) 

Updated CCCP weak lensing masses 9

Figure 9. Residual multiplicative bias as a function of input el-
lipticity distribution for galaxies with 22 < mr < 25 and rh < 5
pixels. The black points indicate the results when the correct
value for ϵ0 is used in the correction. The line indicates the resid-
ual bias if we assume ϵ0 = 0.25 in the correction, instead of the
correct value for the simulated distribution. Adopting a value
ϵ0 = 0.25 for the correction results in |µcor| < 0.015 over the ex-
pected range in actual ϵ0 values (indicated by the hatched region).

not captured by our simulations (which are repre-
sentative of the field). To minimize the impact of
blending, we include only galaxies with rh < 5 pix-
els in the lensing analysis. This size cut is applied
to the tests presented below, as well as our actual
measurements.

2.5 Testing the empirical correction

To quantify how well the correction works when we apply it
to the simulated data, we first examine the residual bias µcor

as a function of ϵ0. As explained in more detail in §3.1, we
restrict the source sample to galaxies with 22 < mr < 25 to
allow for a better correction for the contamination by cluster
members. In addition we apply a size cut, requiring
that rh < 5 pixels. This is motivated by our image
simulations where we found that the correction for
large galaxies is biased, because they are blended
or too faint to have their shapes measured reliably.
We therefore limit the discussion of the performance of the
empirical correction to this range in apparent magnitude
and galaxy size. The results are presented in Figure 9,
which shows that for the range of interest for ϵ0 (indicated
by the hatched region) |µcor| < 0.005.

As the intrinsic ellipticity distribution remains uncer-
tain, it is useful to examine the bias that is introduced when
an incorrect value for ϵ0 is used for the empirical correction.
If we use the parameters corresponding to ϵ0 = 0.25 to cor-
rect the measurements from other input distributions we

Figure 10. Residual multiplicative bias as a function of seeing
for sources with 22 < mr < 25. The black points show the results
for ϵ0 = 0.25. The red (blue) hatched regions indicate the 68%
confidence region for the bias if we use the parameters for ϵ0 =
0.25 to correct the simulations with input distribution with ϵ0 =
0.15 (ϵ0 = 0.3) instead. The bottom histogram shows the seeing
distribution for each chip in CCCP, the side histogram shows the
corresponding distribution of residual bias, with ⟨µcor⟩ = −0.001.

find that µcor is still small, as indicated by the black line in
Figure 9. Our empirical correction is quite robust against the
uncertainty in the input ellipticity distribution (if we take
ϵ0 = 0.25). As discussed in Appendix C the parametrization
for the size dependence of the bias is not accurate for large
galaxies, which are typically bright. This is indeed reflected
in the residual bias as a function of apparent magnitude: we
observe µcor ∼ 0.02 for mr < 22, with a bias ∼ 0 for galaxies
with mr > 22.

The empirical correction was determined for a partic-
ular PSF and integration time. Although it is in principle
possible to create simulated data sets for each set of observ-
ing conditions, a useful correction scheme should be more
generally applicable. As discussed in Appendix D we also
simulated data from the second Red-sequence Cluster Sur-
vey (RCS2). These data are shallower, but the results pre-
sented in Figure D1 indicate that the correction works fairly
well for these shallower data. This suggests that the model-
ing of the SNR-dependence is adequate.

More interesting is whether our approach to quantify
how well galaxies are resolved, i.e. the choice of R, can be
used for a range of seeing values. To this end we correct the
set of images used to study the seeing dependence of the
bias (see Fig. 6). The results for galaxies with 22 < mr < 25
are presented in Figure 10, which shows µcor as a function
of the FHWM of the PSF. Even for a FWHM of 1′′ the
bias is reduced significantly. Nonetheless the residual bias
can still be substantial. However, as is shown by the seeing
histogram, the CCCP data span a relatively narrow range,
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“Mean” source ellipticity 



Comparison with Subaru data 

Hoekstra et al. (2015) 

When we match the catalogs the difference is 1±2%. We find a similar 
result when we compare to the Weighing the Giants catalog provided 
by Anja von der Linden. 18 Hoekstra et al.

Figure 16. Left panel: Black points indicate the mass based on our analysis of CFHT data as a function of the mass obtained from the
Subaru data. As opposed to the results presented in the right panel, the object catalogs were not matched. We find that the Subaru-based
masses are 4± 6% higher than the CFHT-based results we report in this paper. The open points indicate the comparison of our Subaru-
based masses with those from Applegate et al. (2014), which are 7 ± 6% higher. The dotted line indicates the line of equality. Right
panel: Ratio of the ensemble averaged tangential distortion as a function of radius measured from CFHT and Subaru data. The ratio is
computed by combining the measurements for the sample of 7 clusters, where the catalogs are matched, such that they contain essentially
the same objects. The hatched region indicates the 68% confidence region for the average ratio ⟨gCFHT

T /gSubaruT ⟩ = 0.99± 0.02. For
reference we also indicate the fitting range used in the comparison with Applegate et al. (2014).

have in common, the CLASH masses are 12 ± 5%
higher than the CCCP results. However, we note that
Umetsu et al. (2014) use a different fit range, while leav-
ing the concentration a free parameter. Although they find
a best fit concentration of ∼ 4 when they stack the clus-
ters in their sample, cluster-to-cluster variation complicates
a more direct comparison. As discussed below, we analysed
the CLASH data using our pipeline and find better agree-
ment with our masses derived from CFHT observations.

Another large study that does overlap considerably with
CCCP is the Local Cluster Substructure Survey (LoCuSS).
Results for 30 clusters, of which 13 overlap with CCCP are
presented in Okabe et al. (2010). Okabe et al. (2013) sug-
gest that a revised analysis leads to higher masses, but only
present results for an ensemble stacked lensing signal and
do not provide updated masses for the individual clusters.

4.1.2 Direct comparison with Subaru data

The processed Subaru imaging data used by CLASH have
been publicly released9 for nine of the twenty clusters. We
retrieved the data for the four clusters that overlap with
CCCP. To extend the comparison sample, Keiichi Umetsu
kindly provided us with the data for Abell 209 and Abell 611.
Observation of Abell 1758 were provided by James Jee. We
analysed these data using our CCCP weak lensing pipeline.

9 http://archive.stsci.edu/prepds/clash/

We made no modifications and thus assume that our em-
pirical correction for noise bias also applies to the typically
deeper Subaru data (note that we also apply the size
cut of rh < 5 pixels in this case). The results presented
in Appendix D suggest that our approach, which is a func-
tion of signal-to-noise ratio and galaxy size, is sufficiently
flexible.

The data that were provided are stacks of dithered ex-
posures. As a consequence multiple chips can contribute to a
given location, which can lead to a more complex PSF. Our
observing strategy with Megacam allowed us to avoid this,
but we note that the same problem occurs for our CFH12k
data. However, we did not measure noticeable differences in
the scaling relations based on CFH12k or Megacam data.
As we did for the CFH12k data, we use the weight images
to split the data into regions that more or less correspond
to the chips of the camera, and analyse the resulting images
using the pipeline described earlier. This analysis is done
completely independently from the analysis based on the
CFHT data. Hence we redo the object detection and mask-
ing, identify the stars which are used to model the PSF,
etc.

The results are presented in Figure 16. The left panel
shows a comparison of the weak lensing masses when the
source catalog is determined independently from the CFHT
analysis. Following Applegate et al. (2014), these masses
are based on the best fit NFW model to the lensing mea-
surements within 0.75−3h−1

70 Mpc, adopting a concentration
c200 = 4. For most clusters the Subaru data are deeper, re-
sulting in a different effective source redshift distribution,

c⃝ 0000 RAS, MNRAS 000, 000–000



To do much better requires a lot of work 
At the sub-percent level the bias depends on many additional factors, 
such as local galaxy density. This needs to be accounted for in future 
cluster studies (but also for cosmic shear). 

Hoekstra et al. (2017) 

field 

cluster 



Contamination by cluster members 
Galaxy clusters are full of galaxies. Without individual photometric 
redshifts (which is the case for CCCP and MENeaCS) these galaxies 
contaminate the source sample. 

Herbonnet et al. (in prep.) 



Contamination by cluster members 
But we can model this, at least in an ensemble averaged sense. For larger 
cluster samples photometric redshifts for the sources are necessary, unless 
cleverly chosen filter combinations are used (e.g. Schrabback et al. 2016). 

Herbonnet et al. (in prep.) 



(no) alignments of cluster members 
This correction does assume that cluster galaxies are not aligned radially 
(or tangentially): no evidence for such alignments.  

Sifon et al. (2015) 



The importance of source redshifts 

Thanks to deep NIR data from UltraVISTA the COSMOS-30 photometric 
redshifts are now more reliable. However, the uncertainty in the n(z) of 
the sources remains a dominant source of systematic uncertainty. 

Hoekstra et al. (2015) 



Comparison with WtG 

Hoekstra et al. (2015) 

We follow the fitting approach of Applegate et al. (2014) and measure 
the corresponding masses, which agree fairly well. 
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scribed in Hoekstra (2007) and H12. The uncertainties in the
mass estimates include the contribution from distant large-
scale structure (Hoekstra 2001, 2003; Hoekstra et al. 2011).
For reference with other studies we also present the velocity
dispersion corresponding to the best-fit singular isothermal
sphere (SIS).

For reference we note that if we had used the mass-
concentration relation from Duffy et al. (2008), which yields
concentrations that are ∼ 20% lower compared to the val-
ues used here, our masses would change as follows: M2500

decreases on average by 7%, while M500 and M200 increase
by 5% and 9%, respectively. The relative change in mass
does not depend significantly on the cluster redshift. How-
ever, for a direct comparison with the existing literature,
we present mass measurements using the Duffy et al. (2008)
mass-concentration relation for the WMAP5 cosmology in
Appendix F.

4.1.1 Comparison to other weak lensing studies

Several studies have determined weak lensing masses for
large samples of clusters using observations with the Sub-
aru telescope. The most relevant for the comparison with
CCCP is the Weighing the Giants (WtG) project, described
in von der Linden et al. (2014a), which targeted 51 massive
clusters. For a subset of the clusters WtG determined pho-
tometric redshifts for the sources (see Kelly et al. 2014, for
details). However, these are predominantly the high redshift
systems where the overlap with CCCP is limited. For this
reason we compare with the “color-cut” masses, which are
presented in Applegate et al. (2014).

A closer inspection of the sample studied by von der
Linden et al. (2014a) and Applegate et al. (2014) shows that
they associated MS0906.5+1110 with the cluster Abell 750
which is located only 3’ away in projection. However, as dis-
cussed by Rines et al. (2013) the latter is a different cluster,
which is clearly separated in redshift. The location of A750
provided in von der Linden et al. (2014a) is in fact that of
MS0906.5+1110, and we therefore include this cluster in the
comparison. Abell 1758 is a merging cluster and therefore
H12 considered the Eastern and Western component sepa-
rately (also see Ragozzine et al. 2012). However, other stud-
ies consider this a single cluster and we therefore decided
to provide results for the location listed by von der Linden
et al. (2014a), who refer to this cluster as Abell 1758N. As
a result we have 18 clusters in common with WtG.

To compare the results for these clusters, we follow
Applegate et al. (2014) and fit an NFW model with a
concentration c200 = 4 to the tangential distortion within
0.75 − 3h−1

70 Mpc and compute the mass within a sphere of
radius 1.5h−1

70 Mpc. The results are presented in Figure 15.
We find that the WtG masses are somewhat larger: the
dashed line indicates the best fit linear relation MWtG =
(1.082± 0.038)MCCCP . Repeating the comparison using the
results from H12 yields MWtG = (1.263 ± 0.048)MH12 .
Hence the analysis presented here reduces the dis-
crepancy considerably. We note that differences in
the fitting procedure can lead to additional uncer-
taintly, and it is therefore not clear whether the
difference is significant. Furthermore, the “color-
cut” masses from Applegate et al. (2014) are de-
rived using the photometric redshift catalog from

Figure 15. Comparison with the mass estimates from Applegate
et al. (2014). The CCCP masses are computed from the best fit
NFW model to the lensing measurements within 0.75−3h−1

70 Mpc,
adopting a concentration c200 = 4. This matches the procedure
described in Applegate et al. (2014), although our source red-
shift distribution is somewhat different, as explained in
the text. The dotted line indicates the line of equality, whereas
the dashed line is the best fit, which has a slope 1.08.

Ilbert et al. (2009), which are based on the orig-
inal COSMOS-30 data. Using this redshift distri-
bution we find MWtG = (1.063 ± 0.038)MCCCP. Inter-
estingly, when we compute deprojected aperture
masses within a radius of 1h−1

70 Mpc (in this case
adopting c200 = 4; see §4.2 for details), the agreement
with the corresponding masses from Applegate et al.
(2014) is excellent: MWtG = (1.018 ± 0.036)Map

CCCP.
The NFW model is fit to relatively small radii, where

the contamination by cluster members is large (although the
inner 750h−1

70 kpc are not used): if we omit the correction for
the contamination of cluster members our masses decrease,
as expected, and MWtG ∼ 1.28 × MCCCP. Although the
correction is substantial, Figure 12 suggests that the bias
after correction should be < 2%.

We investigated this further by restricting the
fit to small (rin = 0.75 − 1.5h−1

70 Mpc) and large
(rout = 1.5 − 3h−1

70 Mpc) radii. If the contamination
correction is adequate, the resulting average masses
should agree, whereas a ratio Mout/Min > 1 would
imply residual contamination by cluster members.
For the 18 clusters in common with WtG we find
Mout/Min = 1.05 ± 0.05, suggesting that the correc-
tion has worked well (the ratio is 1.16± 0.05 if we do
not correct for contamination). For the full CCCP
sample we find Mout/Min = 1.00± 0.03.

Umetsu et al. (2014) present results for 20 clusters stud-
ied as part of the Cluster Lensing and Supernova survey with
Hubble (CLASH). Of these 17 clusters overlap with WtG,
but only 6 overlap with CCCP. For the six clusters we

c⃝ 0000 RAS, MNRAS 000, 000–000

MWtG=(1.08±0.04)MCCCP 



Comparison to dynamical estimates 

Herbonnet et al. (in prep.) 
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Figure 21. Left panel: the deprojected aperture mass M500 from weak lensing as a function of the hydrostatic mass from Planck
Collaboration et al. (2014a). Note that MPlanck

500 is measured using r500 from the estimate of YX , and MWL
500 is determined using the

lensing derived value for r500. The black points show our CCCP measurements, with the filled symbols indicating the clusters detected
by Planck with a signal-to-noise ratio SNR > 7 and the open points the remainder of the sample. The dashed line shows the best-fit
power law model. The WtG results are shown as rosy brown colored points. Right panel: ratio of the hydrostatic and the weak lensing
mass as a function of mass. The dark hatched area indicates the average value of 0.76 ± 0.05 for the CCCP sample, whereas the rosy
brown colored hatched region is the average for the published WtG measurements, for which we find 0.62± 0.04.

eters for σ8 and Ωm are in tension with the measurements
obtained from the analysis of the primary CMB by Planck
Collaboration et al. (2014b). The results can be reconciled
by considering a low value of (1− b) ∼ 0.6.

Recently, von der Linden et al. (2014b) estimated the
bias using the lensing masses for the 38 clusters in common
between Planck and WtG. They compared their estimates
for M500 based on the NFW fits with c200 = 4 from Ap-
plegate et al. (2014) to the hydrostatic mass estimates from
Planck Collaboration et al. (2014a). They obtained an aver-
age ratio (1− b) = 0.69± 0.07, which alleviates the tension.
As our comparison in §4.1.1 and Fig. 15 shows, the
WtG masses are slightly higher than our estimates
when we follow the same approach, but when we
compare the masses from WtG to our deprojected
aperture masses, which are more robust and there-
fore used here, we find that the agreement is excel-
lent.

There are 38 clusters in common between CCCP and
the catalog provided by Planck Collaboration et al. (2014a),
although we omit Abell 115 from the comparison as we
determine masses for the two separate components of this
merging cluster. The left panel in Figure 21 shows the depro-
jected aperture mass MWL

500 as a function of the hydrostatic
mass MPlanck

500 from Planck Collaboration et al. (2014a). Note
that the observed value for YX was used to estimate the ra-
dius r500 used to determine MPlanck

500 , whereas MWL
500 is based

on the value for r500 listed in Table 2. For the cosmological
analysis, Planck Collaboration et al. (2014c) restricted the
sample to clusters above a SNR threshold of 7 in unmasked
areas. In our case, the mask only impacts the merging clus-

ter Abell 2163, which corresponds to the right-most point in
Figure 21. There are 20 SNR> 7 clusters in common with
CCCP and these are indicated as filled points in Figure 21,
whereas the remaining clusters are indicated by the open
points. We find that the SNR threshold is essentially a se-
lection by mass. For reference, the measurements from von
der Linden et al. (2014b) are indicated by the rosy brown
colored points.

The right panel shows the ratio of the hydrostatic
masses from Planck and our weak lensing estimates for all
37 clusters in common. The hatched region indicates our es-
timate for (1 − b) = 0.76 ± 0.05 (stat) ± 0.06 (syst), which
was obtained from a linear fit to MPlanck

500 as a function of
MWL

500 that accounts for intrinsic scatter (Hogg et al. 2010).
The systematic error is based on the estimates presented
in §4.3. We measure an intrinsic scatter of (28± 6)%, most
of which can be attributed to the triaxial nature of dark
matter halos (e.g. Corless & King 2007; Meneghetti et al.
2010). If we restrict the comparison to the clusters with
SNR> 7 (black points) we obtain (1 − b) = 0.78 ± 0.07,
whereas (1− b) = 0.69± 0.05 for the remaining clusters. For
reference, the rosy brown colored points and hatched region
indicate the results for WtG, used in von der Linden et al.
(2014b). We refit these measurements, which yields
(1− b) = 0.62 ± 0.04 and an intrinsic scatter of (26 ± 5)%.
Our measurement of the bias is in agreement with the nom-
inal value adopted by Planck Collaboration et al. (2014c)
and we conclude that a large bias in the hydrostatic mass
estimate is unlikely to be the explanation of the tension of
the cluster counts and the primary CMB.

von der Linden et al. (2014b) find modest evidence for
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Comparison to Planck masses 

 
 
 
 
 
 
 
 
 
 
 
 

CCCP: MPlanck= (0.76±0.05) MWL 

Hoekstra et al. (2015) Planck collaboration, XXIV (2015) 



Scaling relations with extended sample 
Herbonnet et al. (in prep.) 



Eddington bias correction 

Battaglia et al. (2016) 

Scaling relations should account for the sample selection: Eddington bias 
is expected to be relevant at the low mass end. 



Systematic error budget 

Shape measurement:   ~1% 
Contamination by members:  ~2% 
Photometric redshifts:   2-8% (depending on cluster redshift) 
 
Density profile:    <1% (projected mass) 

    7-9% (spherical overdensity) 
 

We need better redshift knowledge, not necessarily better images 
The use of masses in apertures defined with respect to a density 
introduces additional uncertainties, which can easily be avoided… 
 
To improve further we need to “observe” realistic cluster simulations. 



What is next? 



Euclid: a satellite designed to do weak lensing 

Euclid will survey 15000 deg2 
 

Optical (VIS) data: excellent for WL shape 
measurements.  
 
NIR (YJH) imaging down to mAB~24 will be  
great to find high-z clusters. 
 
Euclid is expected to find 5000 cluster 
strong lenses. 

Cosmic shear studies drive the requirements for the weak lensing 
measurements: are these sufficient for cluster studies? 

SNR~5 

SNR~3 

Sartoris et al. (2016) 



Euclid will be limited by shape noise 

Köhlinger et al. (2015): the statistical uncertainties are larger than the 
systematic errors. But we do need to account for cluster members 
scattering into the source sample and the mis-centring distribution. 



We can get the masses right… 

 
 
 
 
 
 
 
 
 
 
 
 



Conclusions 

Weak gravitational lensing has become the prime calibration 
of cluster masses. This is a major shift from ~15 years ago! 
 
For current samples the systematic uncertainties are 
subdominant. To achieve (sub)percent accuracy requires 
significant effort, including careful comparison to realistic 
cluster simulations. 
 
Many of the improvements will come naturally thanks to 
future cosmic shear surveys. 


